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Intermolecular interaction energies between fragments of

glycopeptide antibiotics and small peptide ligands are

evaluated using geometries determined by X-ray crystallo-

graphy and recently developed methods suitable for applica-

tion to very large molecular complexes. The calculation of the

electrostatic contributions is based on charge densities

constructed with a databank of transferable aspherical atoms

described by nucleus-centered spherical harmonic density

functions [Volkov et al. (2004), J. Phys. Chem. 108, 4283–4300],

and uses the accurate and fast EPMM method [Volkov et al.

(2004), Chem. Phys. Lett. 391, 170–175]. Dispersion, induction

and exchange-repulsion contributions are evaluated with

atom–atom potentials fitted to intermolecular energies from

SAPT (symmetry-adapted perturbation theory) calculations

on a large number of molecules. For a number of the

complexes, first-principle calculations using density functional

theory have been performed for comparison. Results of the

new methods agree within reasonable bounds with those from

DFT calculations, while being obtained at a fraction (less than

1%) of the computer time. A strong dependence on the

geometry of the interaction is found, even when the number of

hydrogen bonds between the substrate and antibiotic

fragment is the same. While high-resolution X-ray data are

required to obtain interaction energies at a quantitative level,

the techniques developed have potential for joint X-ray/

energy refinement of macromolecular structures.
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1. Introduction

Bacterial resistance to antibiotics is a major problem in our

ability to overcome infectious disease. Since its discovery in

1956, the glycopeptide antibiotic vancomycin has been used

worldwide as a last-resort antibiotic to treat infections by

Gram-positive bacterial pathogens (McCormick et al., 1955–

1956; Harris et al., 1983; Malabarba et al., 1997). However, in

1987 vancomycin-resistant enterococci were reported in

hospitals (Uttley et al., 1988; Woodford et al., 1995) and ten

years later vancomycin resistance was observed in staphylo-

coccal isolates (Hiramatsu, 1998). Vancomycin resistance in

Staphylococcus aureus has also emerged and spread rapidly in

the past two decades (Hiramatsu, 1998; Levy, 1998). As a

consequence, the mechanism of the antibiotic’s bactericidal

action has attracted widespread attention.

Vancomycin is the prototype member of the family of

glycopeptide antibiotics. All members of this family have a

heptapeptide backbone, but show small structural variations



and differ in their glycosidation state. The hydrogen bonding

of vancomycin to a number of small substrate molecules is

illustrated in Fig. 1. Vancomycin inhibits normal cross-linking

activity in the peptidoglycan of bacterial cell walls by binding

to the dipeptide d-alanine-d-alanine (DADA) terminal of the

peptidoglycan, which involves at least four hydrogen bonds.

This prevents the transpeptidation reaction necessary for the

biosynthesis of the peptidoglycan cell wall (Barna & Williams,

1984; Reynolds, 1989; Wright & Walsh, 1992; Walsh et al., 1996;

Ge et al., 1999; Roper et al., 2000). The most common form of

bacterial resistance results from the replacement of the

C-terminal residue of DADA to give the depsipeptide

d-alanine-d-lactate (DADLac). DADLac differs from DADA

by substitution of an ester O atom for the amide group of

DADA. The concomitant loss of a hydrogen bond in the cell-

wall antibiotic complex and other factors result in a three

orders of magnitude reduction of

vancomycin’s affinity for its target.

As extensive structural information

has recently become available, it is now

possible to evaluate the strength of the

antibiotic–substrate interactions and

their modification by chemical substi-

tution using computational techniques.

In the current work, a newly developed

method, applicable to the evaluation of

interactions of large molecular entities

with substrates, is tested and compared

with quantum-mechanical calculations

and molecular-mechanics results on the

energies of interaction of fragments of

vancomycin and related balhimycins

with substrates.

2. Crystallographic information

The first X-ray structure determination

of a vancomycin-related substance was

reported in 1978 (Sheldrick et al., 1978),

while in 1995 Sheldrick and coworkers

published the structure of the dimer

of the glycopeptide ureidobalhimycin

(Sheldrick et al., 1995). In the latter

structure, ‘back-to-back’ dimers (‘back’

being defined as the glucosidic side

pointing away from the binding pocket)

are stabilized by four hydrogen bonds

between antiparallel polypeptide back-

bones. A year later, the crystal struc-

tures of vancomycin and the parvodicin

aglycon became available (Schäfer et al.,

1996). The structure of the vancomycin–

acetate (Ac) complex was solved by

Loll in 1997 (PDB code 1aa5; Fig. 2a;

Loll et al., 1997). It identified for the first

time the nature of the carboxylate

recognition by vancomycin. Each

vancomycin monomer binds an acetate

ion through a hydrogen bond between

one of the acetate O atoms and an

amide proton of vancomycin residue 2

and O� � �H hydrogen bonds to the

amide protons of residues 3 and 4 of the

antibiotic, as illustrated schematically in

Fig. 1, which also shows the interaction
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Figure 1
Schematic representation of vancomycin and its interactions with small ligands.

Figure 2
Illustration of the ‘back-to back’ dimer in vancomycin–Ac (green ligand) and the ‘face-to-face’
dimer in vancomycin–AcDA (purple, yellow, green and brown ligands).



with other small-molecule substrates. The methyl group

interacts with the aromatic ring of residue 4. There is no

interaction between the side chain of asparagine (residue 3)

and the ligand.

The complexes of d-lactate (DLac) and N-acetyl glycine

(AcG) with vancomycin (PDB codes 1c0r and 1qd8; Loll et al.,

1999) are isomorphous with vancomycin–Ac. They crystallize

in the same tetragonal space group P43212, with almost iden-

tical unit-cell parameters. The two carboxylate O atoms of

each ligand form the same three hydrogen bonds to the

vancomycin backbone as in the vancomycin–Ac complex,

whereas the positions of the other hydrogen bonds differ. The

amide proton of AcG forms a hydrogen bond to the carbonyl

O atom of residue 4 of the antibiotic. In the DLac complex, the

hydroxyl group of DLac forms a hydrogen bond to the

carbonyl O atom of residue 4 (Fig. 1).

The crystal structure of the complex of vancomycin with the

cell-wall mimetic N-acetyl-d-alanine (AcDA) was reported in

1998 (Fig. 2b; Loll et al., 1998). It contains ‘back-to-back’

dimers, but also a novel ‘face-to-face’ dimer between vanco-

mycin and its symmetry equivalent. The bound AcDA ligands

comprise a significant portion of the face-to-face dimer

interface, suggesting that it will form only in the presence of

ligands. Unlike the vancomycin back-to-back dimer in the low-

affinity complexes, in which the dimer is bound to only one

substrate molecule, all ligand-recognition pockets are ligand-

occupied in the vancomycin AcDA complex, giving a 1:1

antibiotic:ligand ratio. The two types of dimer are illustrated in

Fig. 2.

More recently, several atomic resolution structures were

obtained of the related molecules balhimycin and degluco-

balhimycin complexed with different peptide models of the

nascent peptidoglycan (Lehmann et al., 2002), including a

balhimycin–tripeptide (l-Lys-DADA; PDB code 1go6) and a

deglucobalhimycin–dipeptide (DADA) complex (PDB code

1hhu), which has four molecules of the antibiotic–dipeptide

complex in the hexagonal asymmetric unit (Lehmann et al.,

2002). These complexes are further discussed in x5.2 below.

3. Previous studies on the strength of the
antibiotic–substrate interaction

Only a few studies on the strength of the glycopeptide–

substrate binding interaction have been reported to date.

Molecular-dynamics calculations of the difference between

the free energy of binding of the peptide AcDADA and the

depsipeptide Ac-d-alanine-d-lactate (AcDADLac) with

aglycovancomycin using a modified version of the

CHARMM22 program gave a result of �20.5 kJ mol�1

(Axelsen & Li, 1998), whereas solution measurements of the

relative affinities of vancomycin–small-ligand complexes give

only small differences of 3.3–7.4 kJ mol�1 (Table 1; Li et al.,

1997). More recent theoretical calculations using both HF and

DFT methods (the latter with the B3LYP hybrid functional)

gave the differences in binding energy of AcDADA and

AcDADLac to aglycovancomycin as 20.3 kJ mol�1 (HF) and

15.1 kJ mol�1 (DFT) (Lee et al., 2004).

4. Methods used

4.1. Evaluation of the electrostatic interaction energy

In the Buckingham-type approximation (Buckingham,

1967; Stone, 1995; Coppens, 1997), which is valid for non-

overlapping charge densities, the electrostatic interaction

energy is expressed as a sum of interactions between spherical

harmonic density functions (multipoles) centered on the

atoms of the interacting molecules according to the expression

Ees ¼
PNA

i

PNB

j

TðrijÞqiqj þ T�ðrijÞðqi��;j � qj��;iÞ

þ T��ðrijÞð
1
3 qi���;i þ

1
3 qj���;i � ��;j��;jÞ þ . . . ; ð1Þ

where q, �, �, . . . are the permanent atomic moments

(monopole, dipole, quadrupole etc.) of the atoms in the

unperturbed molecular-charge distributions and the para-

meters T��� . . . (rij) are the so-called interaction tensors which

depend on the separation of atomic centers rij. The Einstein

summation convention for the indices �, �, �, . . . , denoting

the Cartesian coordinates, is implied in (2), and the para-

meters NA and NB represent the number of atoms in molecular

fragments A and B, respectively.

The series converges quite rapidly when multipoles

distributed over the atomic nuclei are used, but the expression

is valid only for non-overlapping charge distributions.

The exact expression for the electrostatic energy is given by

Ees ¼
P

�2A

P

�2B

Z�Z�

���
�
R

A

�AðrÞV
nuc
B ðrÞ d

3rA �
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A ðrÞ d

3rB

þ
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�Aðr1Þ�Bðr2Þ

r12

d3rB d3rA; ð2Þ

where �A and �B are the molecular electron densities, Vnuc
A and

Vnuc
B are the nuclear potentials of molecules A and B,

respectively, and ��� is the distance between nuclei � and �. In

the EPMM method (Volkov, Koritsanszky et al., 2004), the

exact Coulomb integrals of (2) are evaluated using numerical

(quadrature) methods for short-range atom–atom inter-

actions, while the Buckingham-type expression (1) is retained

for the more numerous interactions between atoms beyond a

certain cutoff limit, which is typically set at 4.0 Å. The method

results in an essentially exact evaluation of the electrostatic

component of the interaction energy at a considerable saving

in computation time compared with full evaluation of (2).
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Table 1
Binding constants reported in the literature (Loll et al., 1999; Pearce et al.,
1995) and corresponding free-energy differences.

Ligand Abbreviation
Affinity
(M�1)

��G†
(kJ mol�1)

Acetate Ac 30, 15 5.7, 7.4
N-Acetyl d-alanine AcDA 300 ‡
N-Acetyl glycine AcG 80 3.3
d-Lactate DLac 80 3.3

† From ��G = exp[�(K2/K1/RT)]. ‡ Taken as reference value.



For application to large molecules, the charge density is

constructed using a databank of transferable aspherical atomic

densities, or ‘pseudoatoms’, derived from theoretical calcula-

tions on a large number of small molecules (Volkov, Li et al.,

2004; Volkov & Coppens, 2004). In the databank (DB) the

atomic densities are expressed as a sum over atomic multi-

poles, in analogy with the model used in experimental charge-

density analysis (Hansen & Coppens, 1978). As described in

the reference, the databank is based on single-point calcula-

tions on selected small molecules performed with the Gaus-

sian98 program at the density functional level of theory

(DFT), using a standard split-valence double-exponential 6-

31G** basis set. In the current study, the DB+EPMM results

for a number of complexes are compared with those from first-

principle theoretical calculations, which are described in x4.4.

4.2. The MMFF94 force-field calculations

Molecular-mechanics calculations were performed with the

MMFF94 force field (Halgren, 1996a,b,c,d, 1999) as imple-

mented in the program SYBYL (Tripos, St Louis, USA). The

net atomic charges of the polar atoms in MMFF94 are

generally considerably larger than those in the theory-fitted

DB, which also includes higher moments of the charge

distribution. For example, the O atom in the COO� group

carries a net charge of �0.90, compared with �0.315 in the

DB. Corresponding values for the O atom in the CONH group

are �0.57 in MMFF94 and�0.175 in the DB. Full information

on the MMFF94 force field can be found in the cited literature.

4.3. The SAPT-fitted interaction potentials

In a study to be reported elsewhere (Volkov, Nygren et al.,

2006), a new set of potential functions has been generated

based on intermolecular interactions calculated using

symmetry-adapted perturbation theory (SAPT) at the SAPT2

level, which is roughly equivalent to a second-order many-

body perturbation calculation. SAPT is an ab initio method

based on a perturbation expansion starting from isolated

monomers (London, 1930; Arrighini, 1981; Chalasinski &

Gutowski, 1988). It is valid for all intermolecular separations,

which makes it possible to investigate the complete potential

energy surface (Szalewicz & Jeziorski, 1979; Jeziorski et al.,

1994 and references cited therein). SAPT provides a concep-

tual framework for understanding intermolecular interactions

since the interaction energy Eint is calculated as a sum of

physically interpretable components,

Eint ¼ E
ð1Þ
pol þ E

ð1Þ
exch þ E

ð2Þ
pol þ E

ð2Þ
exch þ . . . ð3Þ

The first-order term E
ð1Þ
pol � Eð1Þes is the classical electrostatic

interaction energy between the unperturbed densities defined

by (2). E
ð1Þ
exch is the first-order exchange-repulsion energy which

arises from the antisymmetrization of the product of the

unperturbed functions of the monomers. Such anti-

symmetrization is needed to impose the correct permutational

symmetry of the dimer wavefunction. The second-order

polarization energy E
ð2Þ
pol is the sum of classical induction and

quantum-mechanical dispersion energies

E
ð2Þ
pol ¼ E

ð2Þ
ind þ E

ð2Þ
disp: ð4Þ

The electrostatic, induction and dispersion energies are

defined by the Rayleigh–Schrödinger perturbation theory. In

the simplest version of SAPT, the symmetrized Rayleigh–

Schrödinger (SRS) perturbation theory (Jeziorski et al., 1978),

E
ð2Þ
exch results from the anti-symmetrization of the induction and

dispersion wavefunctions. In other versions, this component

can be defined in more complicated ways, but the numerical

values of E
ð2Þ
exch in all asymptotically correct versions of SAPT

are almost identical to those given by the SRS theory

(Patkowski et al., 2004; Szalewicz et al., 2005). The first- and

second-order exchange energies are usually considered

together, so that the interaction energy computed in the SAPT

approach is discussed in terms of four fundamental types of

interactions: electrostatic, exchange-repulsion, induction and

dispersion.

Exchange-repulsion, dispersion and induction parameters

were obtained as follows. In the first stage, values of E
ð1Þ
exch,

E
ð2Þ
exch Edisp and Eind were calculated for 138 small organic

molecular complexes using SAPT with the 6-31G**/DC+BS

(dimer-centered basis set plus the bond functions at the

midpoint of the interactions; Jeziorski et al., 1994; Williams et

al., 1995; Bukowski et al., 2003). 12 693 interatomic interac-

tions involving H, C, N and O atoms were identified in the

molecular set. In the second stage, pairwise coefficients

aij, bij, cij, dij and fij for interactions between the atoms C, H, O,

N in the expressions

Efit
ex-rep ¼

PNA

i¼1

PNB

j¼1

aij expð�bijrijÞ;

Efit
disp ¼

PNA

i¼1

PNB

j¼1

cij

r6
ij

;

Efit
ind ¼

PNA

i¼1

PNB

j¼1

dij expð�fijrijÞ ð5Þ

were obtained by fitting each of the intermolecular interaction

energies obtained in the first stage of the project. R.m.s.

discrepancies between the theoretical interaction energies and

those from the fitted pairwise functions were 5.4, 1 and

5.6 kJ mol�1 for the exchange-repulsion, dispersion and

induction terms, respectively. A full account of the fitting

results, including those obtained with larger expansions, will

be given in a subsequent publication (Volkov, Nygren et al.,

2006).

4.4. First-principle calculations

Theoretical calculations at the density-functional level of

theory (DFT) were carried out with the Gaussian03 (Frisch et

al., 2004) suite of programs using the gradient-corrected

hybrid B3LYP functional (Becke, 1988, 1993; Lee et al., 1988)

and 6-31G** (Hariharan & Pople, 1973) and DZP (Dunning,

1970) basis sets; the latter includes separate functions for the s

and p orbitals. Basis-set superposition errors in the super-

molecular calculations of the total interaction energies were

corrected for with the counterpoise method (Boys & Bernardi,

research papers

642 Li et al. � Interaction energies Acta Cryst. (2006). D62, 639–647



2002). Intermolecular electrostatic

interaction energies were evaluated

from the theoretical monomer densities

with a new program SPDFG (Volkov,

King et al., 2006), which uses the

numerical Rys Quadrature method

(Dupuis et al., 1976; Rys et al., 1983) for

calculation of one- and two-electron

Coulomb integrals.

All calculations were performed

using our own Linux Beowulf-type

cluster equipped with dual- and quad-

processor AMD AthlonMP and

Opteron nodes.

4.5. Test systems

To decrease the size of the systems

studied and allow theoretical calcula-

tions for comparison, the disaccharide

group of vancomycin and several phenyl

rings were removed, leaving only the

heptapeptide backbone (labeled in the

following as vancomycin0 or van0;

formula C25H37N8O11; Fig. 3), which is

the part of the antibiotic that interacts

directly with the substrates. While removal of the disaccharide

leads to a small reduction in antimicrobial activity, practical

considerations dictate its use in current computational studies

(Axelsen & Li, 1998; Lee et al., 2004). The geometries were

based on the crystal structures.

H-atom positions, which are not reported in the crystal-

lographic studies, were generated at idealized positions with

Weblab Viewer Pro 4.0 (Molecular Simulations Inc., San

Diego, CA, USA). The X—H bond lengths were extended to

the standard neutron diffraction distances (Allen et al., 1992.).

5. Results and discussion

5.1. The electrostatic and total interaction energies for a
series of vancomycin fragment–small-ligand complexes

Seven different complexes of van0 with substituent ligands

for which structural information is available (Loll et al., 1997,

1998, 1999) were used in the calculations (Table 2). The

electrostatic and total interaction energies from theoretical

calculations with the two basis sets, from the MMFF94 force

field and from the DB+EPMM+SAPT method, are compared

in Tables 2(a) and 2(b), respectively. Hydrogen-bond geome-

tries are given as supplementary material1.

5.1.1. Electrostatic energies. The comparison of the

DB+EPMM electrostatic energies with the DZP calculations

is illustrated in Fig. 4. The electrostatic interaction energies are

similar for the van0–Ac, van0–AcG and the four van0Ac–DAla

complexes, while according to all results van0–DLac has a

stronger total electrostatic interaction, in accordance with the

formation of four strong hydrogen bonds.

The databank values tend to be slightly more bonding than

those from the DFT calculation, with the exception of vanc0–

DLac, for which the databank gives less negative values

but still predicts stronger bonding than for the other

complexes.

5.1.2. Total energies. The combination of the EPMM and

SAPT methods allows analysis of the total interaction energies

in terms of the individual components. The results show that

for the complexes under consideration the exchange-repulsion

contribution is cancelled to a good approximation by the

dispersive and induction energies, as illustrated in Fig. 5. Thus,

the total energies are close to the values from the electrostatic

contributions, the differences being generally less than 10%.

This result provides some justification for electrostatic only

analysis of intermolecular interactions in comparable systems.

The agreement of the total energies according to

DB+EPMM+SAPT is poorest for the strongly bonded DLac

complex, suggesting possible inaccuracies of the non-bonded

research papers

Acta Cryst. (2006). D62, 639–647 Li et al. � Interaction energies 643

Figure 3
Schematic representation of the vancomycin fragment van0.

Table 2
The electrostatic interaction energies and the total intermolecular interaction energies for
vancomycin fragment–substrate complexes.

Hydrogen-bond geometries are given as supplementary material. The number in the first column refers to
the different molecules in the asymmetric unit.
(a) Electrostatic interaction energies (kJ mol�1).

Complex Reference
Gaussian03
B3LYP/6-31G**

Gaussian03
B3LYP/DZP

SYBYL
MMFF94

DB+
EPMM

Van0–Ac Loll et al. (1997) �472 �493 �503 �516
Van0–Dlac Loll et al. (1999) �558 �582 �556 �541
Van0–AcG Loll et al. (1999) �449 �467 �503 �469
Van01–AcDA1 Loll et al. (1998) �474 �494 �554 �492
Van02–AcDA2 �485 �505 �546 �517
Van03–AcDA3 �468 �490 �516 �508
Van04–AcDA4 �474 �494 �521 �506

(b) Total intermolecular interaction energies (kDa).

Complex
Gaussian03
B3LYP/6-31G**

Gaussian03
B3LYP/DZP

SYBYL
MMFF94

DB+EPMM+
SAPT

Van0–Ac �488 �488 �494 �479
Van0–Dlac �530 �531 �594 �466
Van0–AcG �468 �465 �478 �446
Van01–AcDA1 �470 �467 �540 �453
Van02–AcDA2 �467 �471 �549 �475
Van03–AcDA3 �450 �450 �511 �465
Van03–AcDA4 �460 �458 �517 �462

1 Supplementary material has been deposited in the IUCr electronic archive
(Reference: DZ5077). Services for accessing these data are described at the
back of the journal.



potentials at short H� � �O distances, which will be the subject

of further studies.

The numerical agreement among the theoretical results, the

force-field calculation and the DB+EPMM+SAPT results are

summarized in Fig. 6. The following conclusions can be drawn.

(i) The agreement between the two B3LYP calculations

with different basis sets is much better for the total energy

than for the electrostatic energies, suggesting that errors

arising from basis-set truncation in the electrostatic energy

and dispersion/repulsion/induction interactions approximately

cancel each other.

(ii) The agreement between the DB+EPMM and

DB+EPMM+SAPT results and DFT is of the order of

25 kJ mol�1, which is about 5% of the total interaction ener-

gies of ��500 kJ mol�1.

(iii) The agreement between the MMFF94 results and those

from B3LYP is significantly poorer than the agreement

between DB+EPMM+SAPT and B3LYP, the MMFF94

calculations generally leading to more negative energies

(Fig. 7), related to the fact that the atomic charges on the polar

atoms in this force field are much larger than those of the

theory-fitted pseudoatoms in DB. Nevertheless, for the total

energies the r.m.s. and absolute discrepancies between
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Figure 4
Comparison of calculated electrostatic energies of seven complexes of
van0. The straight line represents unit slope. See text for details.

Figure 5
Relative absolute contribution of different interactions in van0 complexes
as calculated by DB+EPMM+SAPT. The sign of each interaction is
indicated in the corresponding segment. As shown, the induction and
dispersion interactions are approximately cancelled out by the exchange-
repulsion term.

Figure 6
R.m.s. and average absolute discrepancies between first-principle,
molecular-mechanics and DB+EPMM+SAPT results (from values listed
in Table 2).

Figure 7
Comparison of DB+EPMM+SAPT and MMFF94 total energies with
theory. The straight line represents unit slope.



MMFF94 and B3LYP (�r.m.s. ’ 57 kJ mol�1) are larger than

for the electrostatic energies (�r.m.s. ’ 43 kJ mol�1),

suggesting shortcomings of the non-electrostatic potential

functions used in the force-field calculations.

5.1.3. Comparison with affinities measured in solution. The

results may be compared with binding constants for vanco-

mycin–small-ligand complexes in a buffered solution, which

have been measured by 13C NMR techniques (Loll et al., 1999;

Pearce et al., 1995) and are summarized in Table 1. The

experiments indicate the strongest complex to be formed with

AcDA, a result not supported by any of our calculations

performed using the crystal structure geometries. Taking the

300 M�1 value for the AcDA complex as a reference and a

temperature of 297 K, the solution values correspond to the

AcG, DLac and Ac complexes being less stable by 3–

7 kJ mol�1. The DFT and MMFF94 calculations indicate the

DLac complex to have the lower energy, whereas

DB+EPMM+SAPT predicts Ac to have the lowest total

interaction energy. The calculations also show a considerable

variation among the four observed AcDAl geometries of up to

25 kJ mol�1, indicating that the solution values are averages

over a series of conformations and may be affected by solvent

effects. A similar conclusion was reached by Li et al. (1997)

and Loll & Axelsen (2000) on the basis of simulated-annealing

results.

Loll et al. (1999) pointed out that the loss of an intermediate

hydrogen bond is only one of the factors explaining the

diminished activity of vancomycin for depsipeptide ligands

and that other interactions, including those that occur in the

face-to-face dimer, must be taken into account. This conclu-

sion is supported by the vancomycin-fragment calculations,

which are limited to monomer–ligand complexes, but show

quite a strong dependence on the geometry of the interaction

even when the hydrogen bonds between the ligand and the

glycopeptide fragments are of the same type (N—H� � �O) and

number (four) as for the last five of the seven complexes listed

in Table 2. It follows that other interactions play a role and

therefore that cooperative effects involving interaction of the

ligand with two or more molecules, as occur in the face-to-face

dimer, will be of importance. Ultimately, a full quantitative

understanding of the antibiotics’ affinity will require precise

information on the structure of the cell wall–antibiotic

complex.

5.2. The interactions between balhimycin and
deglucobalhimycin and cell-wall model compounds

As the DB+EPMM+SAPT results can be rapidly obtained,

we have extended the calculations to complexes of balhimycin

(DB+EPMM) and deglucobalhimycin (DB+EPMM and

DB+EPMM+SAPT) for which structural information is

available. Balhimycin is a close relative of vancomycin,

differing only in the location and nature of the carbohydrate

moieties. The high-resolution structures of deglucobalhimycin

complexed with the dipeptide DADA and the pentapeptide

l-Ala-d-Glu-�-l-Lys-DADA and of balhimycin with DADA

and the tripeptide l-Lys-DADA became available in 2002

(Lehmann et al., 2002).

The complex of balhimycin with high-affinity l-Lys-DADA

crystallizes with eight antibiotic molecules in the asymmetric

unit (PDB code 1go6), of which only four have tripeptide-

occupied receptor pockets. Two of the balhimycin molecules

form a face-to-face dimer incorporating two tripeptide mole-

cules, whereas some of the antibiotic molecules participating

in the back-to-back dimers have empty binding pockets. The

stability of this face-to-face dimer has been invoked to suggest

a kinetic barrier to dissociation and

therefore a further impediment to the

crosslinking of the peptides required for

cell-wall growth (Lehmann et al., 2002).

The DB+EPMM results explain that the

antibiotic–substrate electrostatic inter-

action energy is significantly more

stabilizing in the geometry of the face-

to-face dimers than that in the back-to-

back dimers, the Ees (averaged over the

two similar complexes) being �373 and

�314 kJ mol�1 for the face-to-face and

back-to-back dimers, respectively

(Table 3).

Deglucobalhimycin–DADA (PDB

code 1hhu) crystallizes with four

symmetry-equivalent moieties of the

complex in the asymmetric unit. Four

antibiotic molecules form two back-to-

back dimers, both of which form

face-to-face dimers with symmetrically

related back-to-back dimers. The

deglucobalhimycin interacts with the

dipeptide DADA through four strong
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Figure 8
The electrostatic potential in the antibiotic–substrate region mapped on the 0.02 au electron-density
isosurface in the deglucobalhimycin–DADA complex (a) according to the dataank and (b)
according to the MMFF94 point charge model. The electrostatic potential is color coded as follows:
deep red, �0.04 au; deep blue, +0.50 au; orange, yellow, green and cyan represent intermediate
values as indicated on the color scale. Hydrogen bonds are indicated by dotted lines.



hydrogen bonds, similar to the interactions between vanco-

mycin and AcG (Fig. 1). The calculated electrostatic and total

energies of the antibiotic–DADA complexes described by

Lehmann et al. (2002) are summarized in Table 3. As for the

vancomycin complexes, the differences between different

geometries are not negligible.

In Fig. 8, the electrostatic potential in the antibiotic–

substrate region of the complexes of deglucobalhimycin with

the dipeptide DADA is mapped on an isodensity surface using

the program XDPROP (Koritsanszky et al., 2003) interfaced

with MOLEKEL (Flükiger, 1992; Portmann & Lüthi, 2000).

The potentials according to the multipolar density parameters

from the databank and to the atomic point charges from the

MMFF94 force field are qualitatively similar, but there are

pronounced differences near the oxygen and nitrogen posi-

tions, where the MMFF94 potential has much larger absolute

values. As the MMFF94 point charges of the polar atoms are

very much larger than those of the pseudoatoms in the data-

bank, this result is not surprising.

5.3. Energy of deglucovancomycin–substrate complexes at a
theoretical geometry

In a recent study, Lee et al. (2004) calculated the interaction

between deglucovancomycin and deglucoteicoplanin and

Ac-d-Ala-d-Ala and Ac-d-Ala-d-Lac by both HF and DFT

(B3LYP) methods. We have used the published geometry from

the HF optimization of the deglucovancomycin complexes to

calculate the energy differences of the d-Lac for d-Ala

substitution with the DB+EPMM+SAPT method, keeping in

mind that the parameters of this method are derived from

observed and not from theoretically optimized geometries

(Table 4). According to DB+EPMM, the electrostatic energy

is less negative for the depsipeptide complex as expected, but

in the total energy this difference is partly compensated by the

other interactions. Although this effect is not reproduced by

the HF calculations, it is in accordance with the observation

that the change in hydrogen bonding is only one of the

contributors to the different affinities of the peptide and

depsipeptide ligands for the glycopeptides.

6. Conclusions

The DB+EPMM+SAPT method allows extension of the

geometric information obtained by X-ray crystallography to

energies of interaction at a level comparable to that from first-

principle calculations. The results on the electrostatic and total

intermolecular interaction energies of a series of complexes of

glycopeptide antibiotics with small ligands, including dipep-

tides, a depsipeptide and a tripeptide, agree reasonably well

with those of theoretical calculations at a fraction (typically

1/300–1/400 for the calculations presented) of computer time.

They reveal some shortcomings of the MMFF94 force-field

method, which is based on point charges rather than

aspherical atomic charge distributions. A strong dependence

on the geometry of the interaction is found, even when the

number of hydrogen bonds between the substrate and anti-

biotic fragment is the same. While high-resolution X-ray data

are required to obtain interaction energies at a quantitative

level, the techniques developed have potential for joint X-ray/

energy refinement of macromolecular structures.
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